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Disagreements in anaphora 
(and other aspects of 
language interpretation)



Anaphora (AKA coreference)
So she [Alice] was considering in her own mind (as well as she could, for the hot 
day made her feel very sleepy and stupid), whether the pleasure of making a 
daisy-chain would be worth the trouble of getting up and picking the daisies, 
when suddenly a White Rabbit with pink eyes ran close by her.

There was nothing so VERY remarkable in that; nor did Alice think it so VERY 
much out of the way to hear the Rabbit say to itself, 'Oh dear! Oh dear! I shall be 
late!' (when she thought it over afterwards, it occurred to her that she ought to 
have wondered at this, but at the time it all seemed quite natural); but when the 
Rabbit actually TOOK A WATCH OUT OF ITS WAISTCOAT-POCKET, and looked 
at it, and then hurried on, Alice started to her feet, for it flashed across her mind 
that she had never before seen a rabbit with either a waistcoat-pocket, or a 
watch to take out of it, and burning with curiosity, she ran across the field after it, 
and fortunately was just in time to see it pop down a large
rabbit-hole under the hedge.



Building NLP models from 
annotated corpora
§ Use TRADITIONAL CORPUS ANNOTATION / 

CROWDSOURCING to create a GOLD STANDARD that 
can be used to train supervised models for various 
tasks

§ This is done by collecting multiple annotations 
(typically 2-5) and going through RECONCILIATION
whenever there are multiple interpretations

§ DISAGREEMENT between coders (measured using 
coefficients of agreement such as κ or α) viewed as a 
serious problem, to be addressed by revising the 
coding scheme or training coders to death

§ Yet there are very many types of NLP annotation 
where DISAGREEMENT IS RIFE (wordsense, 
sentiment,discourse)



15.12  M: we’re gonna take the engine E3

15.13     : and shove it over to Corning

15.14     : hook [it] up to [the tanker car]

15.15     : _and_

15.16     : send it back to Elmira

(from the TRAINS-91 dialogues collected at the University 
of Rochester)

Ambiguity in anaphora



www.phrasedetectives.com

About 160 workers at a factory that made paper for the Kent 
filters were exposed to asbestos in the 1950s. 

Areas of the factory were particularly dusty where the crocidolite
was used.  

Workers dumped large burlap sacks of the imported material into 
a huge bin, poured in cotton and acetate fibers and mechanically 
mixed the dry fibers in a process used to make filters. 

Workers described "clouds of blue dust" that hung over parts of 
the factory,  

even though exhaust fans ventilated the area.

Ambiguity: What antecedent?
(Poesio & Vieira, 1998)



www.phrasedetectives.com

What is in your cream

Dermovate Cream is one of a group of medicines called 
topical steroids. 

"Topical" means they are put on the skin. Topical steroids 
reduce the redness and itchiness of certain skin 
problems.

Ambiguity: DISCOURSE NEW or DISCOURSE OLD?
(Poesio, 2004)



Ambiguity: EXPLETIVES

'I beg your pardon!' said the Mouse, frowning, but very politely: 'Did you speak?'

'Not I!' said the Lory hastily.

'I thought you did,' said the Mouse. '--I proceed. "Edwin and Morcar,
the earls of Mercia and Northumbria, declared for him: and even Stigand,
the patriotic archbishop of Canterbury, found it advisable--"'

'Found WHAT?' said the Duck.

'Found IT,' the Mouse replied rather crossly: 'of course you know what
"it" means.'



More evidence of disagreement 
raising from ambiguity

§ For anaphora
ú Versley 2008: Analysis of disagreements among annotators 

in the Tüba/DZ corpus
  Formulation of the DOT-OBJECT hypothesis

ú Recasens et al 2011: Analysis of disagreements among 
annotators in (a subset of) the ANCORA and the 
ONTONOTES corpus
  The NEAR-IDENTITY hypothesis

§ Wordsense: Passonneau et al, 2012
ú Analysis of disagreements among annotators in the 

wordsense annotation of the MASC corpus
ú Up to 60% disagreement with verbs like help

§ POS tagging: Plank et al, 2014



www.phrasedetectives.com

As a lawyer in Boston, [1 John Travolta] sues two businesses 

that he holds responsible for eight children having died of 
leukemia. 

At first, [2 the calculating career lawyer] only scents the high 
amount of compensation (. . . ). 

A court drama, environmental thriller and great actors’ 
cinema, in which [3 Travolta] and his antagonist Robert 
Duvall reach top form. 

Facets (Versley, 2008)



www.phrasedetectives.com

“[Your father]a was the greatest, but [he] was also one of 
us,” commented an anonymous old lady while she was 
shaking Alessandro’s hand—[Gassman]a ’s best known 
son. 
“I will miss [the actor]a1 , but I will be lacking [my father]a
especially,” he said. 

“On homecoming night [Postville] feels like Hometown, 
USA . . . For those who prefer [the old Postville], Mayor 
John Hyman has a simple answer. 

Near-identity cases
(Recasens et al, 2011)



Collecting the data



Explicit and implicit 
disagreements



www.phrasedetectives.org

Collecting disagreements online



§ Find The Culprit (Annotation)
User must identify the closest 
antecedent of a markable if it is 
anaphoric

§ Detectives Conference (Validation)
User must agree/disagree with a 
coreference relation entered by 
another user

www.phrasedetectives.com

Gamifying annotation



www.phrasedetectives.com

Find the Culprit 
(aka Annotation Mode)
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LingoBoingo



The Phrase Detectives Corpus



The Phrase Detectives Corpus

§ Data:
ú 1.2M words total, of which around 330K totally 

annotated
ú About 50% Wikipedia pages, 50% fiction 

§ Markable scheme:
ú Around 25 judgments per markable on average
ú Judgments:

  NR/DN/DO
  For DO, antecedent

§ Phrase Detectives 1 (with gold annotation) 
released via LDC in 2016

§ Phrase Detectives 2 just released



PD corpus: annotation scheme
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Type Example ONTONOTES PRECO ARRAU Present corpus

predicative NPs [John] is a teacher Pred Coref Pred Pred
[John, a teacher]

singletons No Yes Yes Yes
expletives It’s five o’clock No No Yes Yes
split antecedent plurals [John] met [Mary] No No Yes Yes

and they ...
generic mentions [Parents] are usually busy. Only with Yes Yes Yes

Parents should get involved pronouns
event anaphora Sales [grew] 10%. Yes No Yes No

This growth is exciting
ambiguity Hook up [the engine] No No Explicit Implicit

to [the boxcar]
and send it to Avon

Table 1: Comparison between the annotation schemes in ONTONOTES, PRECO, ARRAU and the present corpus

that no attempt was made to ask players to iden-
tify ambiguity, as that has proven hard or impos-
sible to do (Poesio and Artstein, 2005). Instead
of explicit (marking of) ambiguity, the develop-
ers relied on implicit ambiguity: that genuine am-
biguity would emerge if enough players supplied
judgments. All the judgments produced by the
players were therefore stored, without attempting
to choose among them at collection.

The differences between the four corpora be-
ing compared are summarized in Table 1, mod-
elled on a similar table in (Chen et al., 2018). In
the present corpus predication and coreference are
kept clearly distinct, as in ONTONOTES and in AR-
RAU but unlike in PRECO. Singletons are treated
as markables. Expletives and split antecedent plu-
rals are marked, unlike in either ONTONOTES or
PRECO. Most importantly, ambiguity of anaphoric
interpretation (as in the example from the TRAINS
corpus (Poesio and Artstein, 2005)) is marked, but
implicitly, i.e., by asking the judgment of at least 8
players per markable, as opposed to explicitly, as
attempted in ARRAU (with little success).

3.2 How the judgments were collected
The judgments were collected using an online
game-with-a-purpose here called the game3, de-
signed to collect data about anaphoric reference.

The game uses two styles of text annotation for
players to complete the linguistic task. In Anno-
tation Mode, the player makes a decision about
a highlighted markable. If different players enter
different interpretations for a markable then each
interpretation is presented to other players in Val-
idation Mode, in which the players have to agree

3The name of the game and references to prior work have
been anonymised.

or disagree with the interpretation.
When players begin to play they are shown

training texts (in which the answer is known from
a gold standard) and get feedback as to whether
their decisions agree with the gold standard. Once
the player has completed all of the training tasks
they are given a user rating (the percentage of cor-
rect decisions out of the total number of training
tasks). The user rating is recorded with every fu-
ture annotation or validation decision.

4 The corpus
4.1 Basic statistics
The current release consists of 497 documents
from two main genres–Wikipedia articles and fic-
tion from the Gutenberg collection–for a total
of 384K tokens and 101K markables. The re-
leased documents are those whose annotation was
completed–i.e. 8 judgments per markable were
collected, and 4 validations per interpretation–as
of 12th of October 2018. We refer to this subset
of the corpus as Csilver. In addition, 45 documents
were also gold-annotated by two experts annota-
tors. We refer to the subset of the corpus for which
both gold and silver annotations are available as
Cgold, as it is intended to be used as test set. The
gold subset consists of a total of 23K tokens and
6K markables. In total, the current release consists
of 542 documents, for a total of 408K tokens and
108K markables. The contents of the corpus are
summarized in Table 2.

By comparison, the English corpus used for the
CONLL 2011 and 2012 shared tasks consists of
3493 documents, for a total of 1.6M tokens and
194480 markables. In other words, although the
current release of the corpus is only about 25% of
the CONLL corpus in terms of tokens, it is 55.5%



PD2: Size
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Docs Tokens Markables

Cgold

Gutenberg 5 7536 1947 (1392)
Wikipedia 35 15287 3957 (1355)
GNOME 5 989 274 (96)
Subtotal 45 23812 6178 (2843)

Csilver

Gutenberg 145 158739 41989 (26364)
Wikipedia 350 218308 57678 (19444)

Other 2 7294 2126 (1339)
Subtotal 497 384341 101793 (47147)

All Total 542 408153 107971 (49990)

Table 2: Summary of the contents of the current re-
lease. The numbers in parenthesis indicate the total
number of markables that are non-singletons.

1 2 3 4 5 6 7

Cgold 38.8 30.6 18.5 7.3 2.5 1.0 0.6
Csilver 36.0 30.0 19.0 8.8 3.8 1.8 0.8

Table 3: Percentage of markables with X distinct inter-
pretations

of its size in terms of annotated markables, i.e.,
actual training / testing items.

4.2 Number of Judgments
In total, 2,235,664 judgments were collected from
1958 players, of which 1,358,559 annotations and
867,844 validations. On average, 20.6 judgments
were collected per markable: 12.6 annotations
and 8 validations. This compares with 600K es-
timated judgments for the entire ONTONOTES cor-
pus, about 3 per markable (total number of annota-
tors not known), and around 10M for PRECO, also
3 per markable, from about 80 annotators (Chen
et al., 2018). In addition, around 10K expert judg-
ments were collected for the gold portion of the
corpus from two expert annotators.

4.3 Disagreement: preliminary analysis
The ‘raw’ statistics about disagreement in the cor-
pus are shown in Table 3. In total, only 38,579
markables in the corpus (35.7%) were assigned
only one interpretation by the players; 64.3% re-
ceived more than one interpretation. This figure
would seem to suggest massive ambiguity, but it
is important to understand that we are not saying
that 64.3% of markables in the corpus are ambigu-
ous. As already pointed out e.g. in (Pradhan et al.,
2012), there are a number of reasons for disagree-
ments among coders / players apart from ambigu-
ity. In the case of ONTONOTES, the causes for the
20,000 observed disagreements include:

• Ambiguity proper, i.e., unclear interpreta-
tion (’Genuine Ambiguity’ in (Pradhan et al.,
2012)) and/or disagreement on reference
(31% of the disagreements in ONTONOTES,
around 7% of all markables);

• Annotator error (another 25% of the cases of
disagreement in ONTONOTES);

• Various limitations of the coding scheme:
unclarity in the guidelines, inability to mark
certain types of coreference e.g., between
generics, etc. (36.5% of the cases of dis-
agreement in ONTONOTES).

• Interface limitations (around 7.5% of the dis-
agreements in ONTONOTES).

We report the results of a preliminary analysis of
this type for our new corpus in Section 7.

A preliminary filter of some of these cases–
and in particular of annotation errors–can how-
ever be carried out by exploiting validations, i.e.,
by filtering those markables for which the vali-
dation score (interpretations + agreements - dis-
agreements) falls below a threshold.

For example, if only interpretations with a val-
idation score > 0 are considered, we find that
51,075 / 107,971 markables have at least two such
interpretations, i.e., 47.3% of the total, which is
considerably less than the 64.3% of markables
with more than one interpretation, but it’s still a
large number. We will discuss a more sophisti-
cated method for identifying plausible interpreta-
tions in Section 7.

5 Aggregation

5.1 Probabilistic Aggregation Methods
The data collected via the game require an ag-
gregation method to help choose between the dif-
ferent interpretations provided by the players. In
recent years there has been a shift in the anal-
ysis of crowdsourced data from majority voting
aggregation to probabilistic models of annotation
(Whitehill et al., 2009; Raykar et al., 2010; Hovy
et al., 2013; Passonneau and Carpenter, 2014;
Paun et al., 2018a). The models offer a rich
framework of interpretation and can employ dis-
tinct prior and likelihood structures (pooled, un-
pooled, and partially pooled) and a diverse set of
effects (annotator ability, item difficulty, or a sub-
tractive relationship between the two). However,



PD2: Number of judgments

§ 2,235,664 judgments from 425 1958 players, 
of which
ú 1,358,559 annotations and 
ú 426 867,844 validations. 

§ On average, 20.6 judgments per markable
§ Compare:

ú About 600K judgments for Ontonotes (~ 3 per 
markable)

ú About 10M judgments for PRECO (also ~ 3 per 
markable)



Assigning a probability to 
interpretations



Bayesian models of annotation

§ The problem of reaching a conclusion on the basis of 
judgments by separate experts that may often be in 
disagreement is a longstanding one in epidemiology

§ A number of techniques developed to aggregate 
these judgments

§ A particularly popular approach is to use BAYESIAN 
MODELS OF ANNOTATION 
ú Dawid and Skene 1979 (also used by Passonneau & 

Carpenter 2014)
ú Carpenter (2008)
ú Raykar et al 2010
ú Hovy et al, 2013



§ A Bayesian model of annotation specifies the 
probability of a particular label on the basis of 
PARAMETERS specifying the behavior of the 
annotators, the prevalence of the labels, etc

§ In Bayesian models, these parameters are 
specified in terms of PROBABILITY 
DISTRIBUTIONS

Bayesian Models of Annotation



Comparing Bayesian Annotation Models

§ Implemented in Stan (http://mc-stan.org/ ) some of 
the BAMs best-known  in computational linguistics 
(Dawid & Skene, MACE, Carpenter’s four models) & 
compared them on PD Gold data

§ Evaluation metrics:
ú Accuracy
ú Annotator accuracy
ú Item difficulty

§ The PD data are unique in a number of ways
ú Lots of judgments
ú Different types of noise from crowdsourcing
ú Gold info about spammers

§ Paun et al, 2018. Comparing Bayesian Models of 
Annotation. Transactions of the ACL



Mention Pair Annotation (MPA)

§ No existing BAM however can work  with 
ANAPHORIC information, in which the ‘labels’ 
are not a discrete set, but coreference chains

§ Our first model, called MPA, is a generative 
model of the process of linking mention pairs 

§ On the Phrase Detectives Data, it achieves an 
accuracy of 91.43% (as opposed to 84% for 
Majority Voting)

§ Paun et al, 2018. A probabilistic annotation 
model for crowdsourcing coreference. Proc. Of 
EMNLP.



MPA 

belong to.
An important difficulty we had to address is la-

bel sparsity. The solution we propose is to trans-
form the mention-level annotations into a series of
binary decisions with respect to each candidate la-
bel. In the extended literature this is often referred
to as the binary relevance method (Tsoumakas and
Katakis, 2007; Madjarov et al., 2012). We then
model these (label-level) decisions as the result of
the sensitivity (the true positive rate) and speci-
ficity (the true negative rate) of the annotators
which we assume are class dependent. This latter
assumption allows inferring different levels of an-
notator ability for each class (e.g.: capturing that
DO labels are generally harder compared to DN).

The graphical model of our Mention Pair An-

notations model (MPA) is presented in Figure 1,
while the generative process is given below:

• For every class h 2 {1, 2, ...,K}:

– Draw class specific true label likelihood
⇡h ⇠ Beta(a, b)

• For every annotator j 2 {1, 2, ..., J}:

– For every class h 2 {1, 2, ...,K}:
⇤ Draw sensitivity ↵j,h ⇠ Beta(d, e)
⇤ Draw specificity �j,h ⇠ Beta(t, u)

• For every mention i 2 {1, 2, ..., I}:

– For every candidate label m 2
{1, 2, ...,Mi}:
⇤ Draw true label indicator ci,m ⇠
Bern(⇡zi,m)

⇤ For every position n 2
{1, 2, ..., Ni}:
· If ci,m = 1 then draw decision
yi,m,n ⇠ Bern(↵jj[i,m,n],zi,m)

3

· Otherwise, draw decision
yi,m,n ⇠ Bern(1� �jj[i,m,n],zi,m)

The model addresses the first part of the men-
tion pair framework: the posterior of the true label
indicators is used to link each mention with the
most likely label, obtaining the mention pairs. The
coreference chains are then built by following the
link structure from the inferred pairs.

Note that for a traditional annotation task with
no distinction between generic classes and spe-
cific labels the MPA model is equivalent to train-
ing K binary Bayesian versions of the Dawid

3Notation: jj[i,m,n] returns the index of the annotator who
made the n-th decision on the m-th label of mention i.

Figure 1: Plate diagram for MPA

and Skene (1979) model (one for each general
class) on data processed using the binary relevance
method. Note also that whereas traditional models
of annotation assume one true class per annotated
item, an implicit benefit of our approach is allow-
ing for potentially multiple true classes, which can
be useful to detect ambiguity (Poesio and Artstein,
2005), but we don’t exploit that in this work.

2.1 Parameter Estimation

We infer the parameters of the proposed model
using Variational Inference (VI). Unlike Markov
Chain Monte Carlo (MCMC) approaches (e.g.:
Gibbs Sampling, Hamiltonian Monte Carlo), VI is
deterministic, fast, and benefits from a clear con-
vergence criterion (Blei et al., 2017).

Specifically we approximate the intractable pos-
terior p(✓|D) with a variational distribution q(✓)

such that the Kullback-Leibler (KL) divergence
between the two distributions is minimized. It can
be shown this minimization is equivalent to maxi-
mizing the evidence lower bound (ELBO) below:

L = Eq[log p(⇡,↵,�, c, y|a, b, d, e, t, u, z)]
� Eq[log q(⇡,↵,�, c|�, ⌘, �, µ, ✓, ✏,�, ⇣)]

(1)

We need a variational distribution q that is
tractable under expectations. Following common
practice (Blei et al., 2003; Hoffman et al., 2013;
Blei et al., 2017), we choose q to be in the mean
field variational family where each hidden variable
is independent and governed by its own parameter.
Elegant solutions have been derived for models
whose complete conditionals are in the exponen-
tial family (Blei and Jordan, 2006; Hoffman et al.,
2013). Concretely, we used the fact that the nat-
ural parameters of the variational distributions are
equal to the expected value of the natural parame-
ters of the corresponding complete conditionals.

The derivations are standard in the VI literature
(see, for example, Hoffman et al., 2013). (To save
space, we only provide here the update formulas of



Anaphora resolution with PD 2



Methods 

§ The most likely (SILVER) labels extracted via 
MPA can be used to train CONLL-style 
coreference systems (if singletons and NR 
markables are ignored) or systems carrying out 
the full anaphora task

§ For the second task, the Extended Coreference
Score  developed by Moosavi for the CRAC 2018 
Shared Task can be used (Poesio et al, 2018)

§ Two systems were trained and evaluated:
ú The state-of-the-art Lee et al 2018 system
ú Our own cluster ranking model (Yu et al, submitted)



Results on the CONLL task 
and with singletons
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Singletons Method MUC BCUB CEAFE Avg.
F1P R F1 P R F1 P R F1

Included Our Model 79.3 72.5 75.7 72.1 69.3 70.7 70.5 73.2 71.8 72.7

Excluded
Our Model 79.3 72.5 75.7 58.3 52.4 55.2 58.3 49.5 53.5 61.5
Our Model* 77.8 71.8 74.6 55.4 53.7 54.6 56.2 49.0 52.4 60.5
Lee et al. (2018)* 80.8 66.1 72.7 63.3 45.1 52.7 56.7 44.7 50.0 58.5

Table 6: The CoNLL scores for our systems trianed on Csilver and tested on Cgold. * indicates the models trained on
the simplified corpus.

P R F1

Non-referring 55.2 54.0 54.6

Expletives 62.3 86.0 72.3
Predicative NPs 49.7 47.7 48.7

Table 7: Non-referring scores for our model

None One Two Zero or more

Cgold 2.3% 93.4% 4.3% 6.6%
Csilver 3.5% 94% 2.4% 5.9%

Table 8: Ambiguity in the corpus according to MPA

does not assume the existence of a ‘gold’, there
are three possible cases for each markable: either
only one interpretation has a probability above a
certain threshold–say, 0.5; or more than one inter-
pretation is above that threshold; or none is. This
assessment of ambiguity according to MPA is sum-
marized in Table 8.

This assessment appears to suggest a similar
prevalence of ambiguity in our corpus than found
in ONTONOTES in the already mentioned analy-
sis by Pradhan et al. (2012). In order to verify
this, two experts hand-analyzed 2 documents in
Cgold containing a total of 900 markables. Given
that each markable has on average 20 interpreta-
tions, and that player errors are frequent (there is at
least one player error for almost every markable)
it wasn’t possible to use the same categories as
Pradhan et al. Instead, we simply attempted to as-
sign markables to one of the categories: Genuine
ambiguity (GA), Interface or Coding Scheme
Problem (ICP), Other (O). The results are sum-
marized in Table 9. The Table suggests that per-
haps 9% of the total number of markables, and
12.3% of the total number of disagreements, are
due to genuine ambiguity.

We next checked the extent to which MPA can
correctly predict genuine ambiguity. The results
suggest that MPA is good at removing spurious am-

Total Dis GA ICP

LRC 401 79.1% 28 (7%) 31 (7.7%)
RG 464 68.3% 52 (11.2%) 60 (12.9%)

Average 633 73.7% 9.1% 10.3%

Table 9: Analysis of disagreements in two corpus doc-
uments

biguity, but as a predictor of ambiguity it only has
a recall of around 20% and a precision of slightly
under 50%. Improving these results is one of the
objectives of our current research.

8 Conclusions

We presented a novel resource for anaphora that,
because of its annotation scheme and size, at the
very least should be useful to those in the commu-
nity interested in developing systems able to per-
form a more comprehensive form of anaphora res-
olution, including for instance expletive detection
and split antecedent resolution. The key property
of this new resource however is that it provides a
large number of judgments about each anaphoric
expression, thus enabling the development of sys-
tems that do not make the assumption that a ‘gold
standard’ exists, an assumption questioned by all
studies associated with the creation of the current
resources for the task. The dataset is also to our
knowledge the first solid evidence that the games-
with-a-purpose approach can be successfully de-
ployed to obtain substantial resources for NLP.

The corpus is freely available. It is distributed
in three formats: an XML format including all
the judgments, suitable for analysis of disagree-
ments and/or the development of systems taking
disagreement into account; and in CONLL and
CRAC18 format, with only the gold annotation or
the silver label extracted as discussed in the fol-
lowing section, for those interested in using the
corpus as a alternative resource for developing
coreference systems only.



Results with NR markables
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Singletons Method MUC BCUB CEAFE Avg.
F1P R F1 P R F1 P R F1

Included Our Model 79.3 72.5 75.7 72.1 69.3 70.7 70.5 73.2 71.8 72.7

Excluded
Our Model 79.3 72.5 75.7 58.3 52.4 55.2 58.3 49.5 53.5 61.5
Our Model* 77.8 71.8 74.6 55.4 53.7 54.6 56.2 49.0 52.4 60.5
Lee et al. (2018)* 80.8 66.1 72.7 63.3 45.1 52.7 56.7 44.7 50.0 58.5

Table 6: The CoNLL scores for our systems trianed on Csilver and tested on Cgold. * indicates the models trained on
the simplified corpus.

P R F1

Non-referring 55.2 54.0 54.6

Expletives 62.3 86.0 72.3
Predicative NPs 49.7 47.7 48.7

Table 7: Non-referring scores for our model

None One Two Zero or more

Cgold 2.3% 93.4% 4.3% 6.6%
Csilver 3.5% 94% 2.4% 5.9%

Table 8: Ambiguity in the corpus according to MPA

does not assume the existence of a ‘gold’, there
are three possible cases for each markable: either
only one interpretation has a probability above a
certain threshold–say, 0.5; or more than one inter-
pretation is above that threshold; or none is. This
assessment of ambiguity according to MPA is sum-
marized in Table 8.

This assessment appears to suggest a similar
prevalence of ambiguity in our corpus than found
in ONTONOTES in the already mentioned analy-
sis by Pradhan et al. (2012). In order to verify
this, two experts hand-analyzed 2 documents in
Cgold containing a total of 900 markables. Given
that each markable has on average 20 interpreta-
tions, and that player errors are frequent (there is at
least one player error for almost every markable)
it wasn’t possible to use the same categories as
Pradhan et al. Instead, we simply attempted to as-
sign markables to one of the categories: Genuine
ambiguity (GA), Interface or Coding Scheme
Problem (ICP), Other (O). The results are sum-
marized in Table 9. The Table suggests that per-
haps 9% of the total number of markables, and
12.3% of the total number of disagreements, are
due to genuine ambiguity.

We next checked the extent to which MPA can
correctly predict genuine ambiguity. The results
suggest that MPA is good at removing spurious am-

Total Dis GA ICP

LRC 401 79.1% 28 (7%) 31 (7.7%)
RG 464 68.3% 52 (11.2%) 60 (12.9%)

Average 633 73.7% 9.1% 10.3%

Table 9: Analysis of disagreements in two corpus doc-
uments

biguity, but as a predictor of ambiguity it only has
a recall of around 20% and a precision of slightly
under 50%. Improving these results is one of the
objectives of our current research.

8 Conclusions

We presented a novel resource for anaphora that,
because of its annotation scheme and size, at the
very least should be useful to those in the commu-
nity interested in developing systems able to per-
form a more comprehensive form of anaphora res-
olution, including for instance expletive detection
and split antecedent resolution. The key property
of this new resource however is that it provides a
large number of judgments about each anaphoric
expression, thus enabling the development of sys-
tems that do not make the assumption that a ‘gold
standard’ exists, an assumption questioned by all
studies associated with the creation of the current
resources for the task. The dataset is also to our
knowledge the first solid evidence that the games-
with-a-purpose approach can be successfully de-
ployed to obtain substantial resources for NLP.

The corpus is freely available. It is distributed
in three formats: an XML format including all
the judgments, suitable for analysis of disagree-
ments and/or the development of systems taking
disagreement into account; and in CONLL and
CRAC18 format, with only the gold annotation or
the silver label extracted as discussed in the fol-
lowing section, for those interested in using the
corpus as a alternative resource for developing
coreference systems only.



Ambiguity in the PD corpus



Raw disagreements

1 2 3 4 5 6 7

PD G 38.8% 30.6% 18.5% 7.3% 2.5% 1% 0.6%

PD C 36% 30% 19% 8.8% 3.8% 1.8% 0.8%

61.2% of markables in PD G, 
and 64% in PDC,  has more 
than 1 interpretation

Total number of markables in 
PDC: 108,013
Total number of markables
with no disagreements: 38579



An example of disagreement
RB ne75965

The day came that had been fixed for the marriage. The bridegroom arrived and 
also a large company of guests, for the miller had taken care to invite all his 
friends and relations. As [they] sat at the feast, each guest in turn was asked to 
tell a tale; the bride sat still and did not say a word.
DO ne75948 {for the miller had taken care to invite [all his friends and relations]} (11,3,1,13), 
DO ne75945 {a large company of [guests]} (2,2,2,2), 
DN (10,3,1,12), 
DO ne75936 {the girl}, ne75942 {[the bridegroom]}, ne75945, ne75948 (1,1,3,-1),
DO ne75942, ne75946 {[the miller]}, ne75948 (2,2,2,2), 
DO ne759370001 {[her]},  ne75942 {[the bridegroom]}, ne75945 {[the large company of guests]}, 
ne759490001 {his (the miller)} (1,0,4,-3,e2,e18), 
DO ne75942 ne75948 ne759370001 ne75946 (1,3,1,3), 
DO ne75942 ne75948 ne759370001 (1,2,2,1), 
DO ne75942 ne759370001 ne75945 (1,0,4,-3), 
DO ne75948 ne75946 (2,1,3,0), 
DO ne75942 ne75948 ne759370001 ne75945 ne75946 (2,1,3,0), 
DO ne75936 ne75937 {her father aka the miller} ne75942 ne75948 (1,0,4,-3)

+ 2 not_selectable, 3 skips      

81  A+V, 5 comments skips, Total: 86 judgments



Not all disagreements are 
due to ambiguity
§ Pradhan et al (2012): The analysis of the around 

20,000 mentions on which there was 
disagreement in the ONTONOTES  coreference
annotation suggests that reasons include
ú Ambiguity proper (‘unclear interpretation’ or 

`disagreements on reference’) (30% of disagreements, 
7% of all mentions)

ú Annotator error (25% of the cases of disagreement)
ú Limitations of the coding scheme (36.5% of all 

disagreements)
ú Interface limitations (7.5% of all disagreements)



Interface limitations in PD

§ Interface limitations 
ú DDEIX: ne75896

The old woman then mixed a sleeping draught with their 
wine, and before long they were all lying on the floor of the 
cellar, fast asleep and snoring. As soon as the girl was 
assured of this,

DN (15, 2, 2, 15), 
DO ne75894 {[fast asleep] and snoring} ?? (2, 1, 3, 0), 
DO ne75895 {[the girl]} ?? (1, 0, 4, -3), 
DO ne75908 ?? {they were all lying on [the floor] in the 
cellar} (3, 0, 4, -1), 
DO ne75889 {they} ne75890  ?? (1, 2, 2, 1)

3 skips

Note in this case we also have the 
type of ambiguity with DDEIX 
discussed in Poesio et al 2003, 2006 



The validation filter

An interpretation can be `scored’ by counting the 
number of players who produce / agree with it, and 
subtracting the number of players who disagree with it

ISCORE_i = ANN_i + AGR_i – DISAGR_i



Filtering using validation
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A second filter: MPA

.5 .3 .1

#markables 104194 106042 106857

#mentions with 
more than one 
int.

2587 5263 10283

Highest number 
of int.

6 5 6



A second filter: MPA

0 1 2 0 or 2

PD G 2.3% 93.4% 4.3% 6.6%

PD C 3.5% 94% 2.4% 5.9%



MPA and ambiguity

§ The questions:
ú What types of ambiguity are there?
ú Which cases of ambiguity are correctly predicted 

by MPA?
ú Which cases of ambiguity are not caught by MPA, 

if any?



An analysis of disagreements 
in the PD2 corpus
§ Chosen a few docs from PD G

ú So far completely analyzed two Gutenberg docs:
  Little Red Riding Cap (Grimm)
  The Robber Bridegroom (Grimm)

§ Labelled the disagreements as indicating
ú Ambiguity (definitely, possibly)
ú Cheating/Misunderstanding
ú Spurious ambiguity
ú Interface Problems (with attempt at classification) 



Plurals 2: bare plurals
LRC ne7546

'Little Red-Cap raised her eyes, and when she saw the 
sunbeams dancing here and there through the trees, and 
pretty flowers growing everywhere, she thought: 
'Suppose I take grandmother a fresh nosegay; that would 
please her too. It is so early in the day that I shall still get 
there in good time'; and so she ran from the path into the 
wood to look for [flowers]

DN (5,1,3,3,e18), 
DO ne7532 {and [pretty flowers] growing everywhere … } (8,2,2,8,e2),
DO ne7536 {Suppose I take grandmother [a fresh nosegay]} (6,2,2,6),
PR ne7536  ?? (1,1,3,-1), 
PR  ?? (1,1,3,-1), 
DO ne7537 {[that] would please her too} ?? (1,3,1,3)



Plurals 3: `we’ and `you’

RB ne75698 (MPA: none)

And you, my love,' said the bridegroom, turning to her, 
'is there no tale you know? Tell us something.' 'I will tell 
[you] a dream, then,' said the bride.

DO ne75965  (9,3,1,11,e2,e18), 
DO ne75960 (4,2,2,4), 
DN (2,0,4,-2)



Additional sources of 
ambiguity: paths

Her betrothed only replied, 'You must come and 
see me next Sunday; I have already invited guests 
for that day, and that you may not mistake the 
way, I will strew ashes along the path.’
When Sunday came, and it was time for the girl to 
start, a feeling of dread came over her which she 
could not explain, and that she might be able to 
find [her path] again,

DN (6,1,3,4,e18), 
DO ne75663 (8,1,3,6,e2)



Ambiguity: REFERRING or NON-REFERRING?

There was nothing so VERY remarkable in that; nor did Alice think it so VERY 
much out of the way to hear the Rabbit say to itself, 'Oh dear! Oh dear! I shall 
be late!' (when she thought it over afterwards, it occurred to her that she 
ought to have wondered at this, but at the time it all seemed quite natural); 
but when the Rabbit actually TOOK A WATCH OUT OF ITS WAISTCOAT-
POCKET, and looked at it, and then hurried on, Alice started to her feet, for it 
flashed across her mind that she had never before seen a rabbit with either a 
waistcoat-pocket, or a watch to take out of it, and burning with curiosity, she 
ran across the field after it, and fortunately was just in time to see it pop down 
a large
rabbit-hole under the hedge.



The rooms were carefully examined, and results all pointed to an 
abominable crime. The front room was plainly furnished as a sitting-
room and led into a small bedroom, which looked out upon the back 
of one of the wharves. Between the wharf and the bedroom window 
is a narrow strip, which is dry at low tide but is covered at high tide 
with at least four and a half feet of water. The bedroom window was 
a broad one and opened from below. On examination traces of blood 
were to be seen upon the windowsill, and several scattered drops 
were visible upon the wooden floor of the bedroom. Thrust away 
behind a curtain in the front room were all the clothes of Mr. Neville 
St. Clair, with the exception of his coat. His boots, his socks, his hat, 
and his watch -- all were there. There were no signs of violence upon 
any of these garments, and there were no other traces of Mr. Neville 
St. Clair. Out of the window he must apparently have gone 

Ambiguity: DN / DO



`DN’ when retelling a story 
as a dream

I went alone through [ne75972 a forest ] and came at last to 
[ne75974 a house] ….

DN (9,0,0,9,e2)

3  out_of_context_window, 3 skips



Preliminary figures
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Singletons Method MUC BCUB CEAFE Avg.
F1P R F1 P R F1 P R F1

Included Our Model 79.3 72.5 75.7 72.1 69.3 70.7 70.5 73.2 71.8 72.7

Excluded
Our Model 79.3 72.5 75.7 58.3 52.4 55.2 58.3 49.5 53.5 61.5
Our Model* 77.8 71.8 74.6 55.4 53.7 54.6 56.2 49.0 52.4 60.5
Lee et al. (2018)* 80.8 66.1 72.7 63.3 45.1 52.7 56.7 44.7 50.0 58.5

Table 6: The CoNLL scores for our systems trianed on Csilver and tested on Cgold. * indicates the models trained on
the simplified corpus.

P R F1

Non-referring 55.2 54.0 54.6

Expletives 62.3 86.0 72.3
Predicative NPs 49.7 47.7 48.7

Table 7: Non-referring scores for our model

None One Two Zero or more

Cgold 2.3% 93.4% 4.3% 6.6%
Csilver 3.5% 94% 2.4% 5.9%

Table 8: Ambiguity in the corpus according to MPA

does not assume the existence of a ‘gold’, there
are three possible cases for each markable: either
only one interpretation has a probability above a
certain threshold–say, 0.5; or more than one inter-
pretation is above that threshold; or none is. This
assessment of ambiguity according to MPA is sum-
marized in Table 8.

This assessment appears to suggest a similar
prevalence of ambiguity in our corpus than found
in ONTONOTES in the already mentioned analy-
sis by Pradhan et al. (2012). In order to verify
this, two experts hand-analyzed 2 documents in
Cgold containing a total of 900 markables. Given
that each markable has on average 20 interpreta-
tions, and that player errors are frequent (there is at
least one player error for almost every markable)
it wasn’t possible to use the same categories as
Pradhan et al. Instead, we simply attempted to as-
sign markables to one of the categories: Genuine
ambiguity (GA), Interface or Coding Scheme
Problem (ICP), Other (O). The results are sum-
marized in Table 9. The Table suggests that per-
haps 9% of the total number of markables, and
12.3% of the total number of disagreements, are
due to genuine ambiguity.

We next checked the extent to which MPA can
correctly predict genuine ambiguity. The results
suggest that MPA is good at removing spurious am-

Total Dis GA ICP

LRC 401 79.1% 28 (7%) 31 (7.7%)
RG 464 68.3% 52 (11.2%) 60 (12.9%)

Average 633 73.7% 9.1% 10.3%

Table 9: Analysis of disagreements in two corpus doc-
uments

biguity, but as a predictor of ambiguity it only has
a recall of around 20% and a precision of slightly
under 50%. Improving these results is one of the
objectives of our current research.

8 Conclusions

We presented a novel resource for anaphora that,
because of its annotation scheme and size, at the
very least should be useful to those in the commu-
nity interested in developing systems able to per-
form a more comprehensive form of anaphora res-
olution, including for instance expletive detection
and split antecedent resolution. The key property
of this new resource however is that it provides a
large number of judgments about each anaphoric
expression, thus enabling the development of sys-
tems that do not make the assumption that a ‘gold
standard’ exists, an assumption questioned by all
studies associated with the creation of the current
resources for the task. The dataset is also to our
knowledge the first solid evidence that the games-
with-a-purpose approach can be successfully de-
ployed to obtain substantial resources for NLP.

The corpus is freely available. It is distributed
in three formats: an XML format including all
the judgments, suitable for analysis of disagree-
ments and/or the development of systems taking
disagreement into account; and in CONLL and
CRAC18 format, with only the gold annotation or
the silver label extracted as discussed in the fol-
lowing section, for those interested in using the
corpus as a alternative resource for developing
coreference systems only.



MPA as ambiguity detector

§ MPA is good at 
ú Catching misunderstandings
ú Catching spurious ambiguity 

§ But not as good as ambiguity detector:
ú R: ~ 20%
ú P: ~ 50%  



An hypothesis about 
justified and unjustified 
ambiguity



Previous theories of
´unproblematic’ ambiguity
§ Poesio et al (1999, 2003, 2006)

ú JUSTIFIED SLOPPINESS: ’ambiguous’ references
considered felicitous when candidate antecedents
form a MEREOLOGICAL STRUCTURE

§ Versley (2008)
ú GENERALIZED JUSTIFIED SLOPPINESS: ambiguous

references felicitous when antecedents part of a DOT 
OBJECT in the sense of Pustejovsky and Asher

§ Recasens et al (2010, 2012, 2014)
ú QUASI-COREFERENCE: coreference relation is a 

CONTINUUM between IDENTITY and NON-IDENTITY



Some additional evidence

§ Frazier and Rayner (1990) and subsequent
work on LEXICAL POLYSEMY: interpretation 
of polysemy different from interpretation of
homonymy in that initial interpretation is not 
completely resolved (today we would say: 
UNDERSPECIFIED)

§ The mereological cases cannot really viewed
as dot-objects

§ Recasens et al 2014: identity, near-identity
and not-identity NOT A CONTINUUM



Preliminary new theory

§ UNDERSPECIFICATION HYPOTHESIS:
ú Ambiguity is not problematic if the interpretations 

are part of an UNDERSPECIFIED STRUCTURE
  But: mereological structure / dot objects are

DISTINCT types of underspecified interpretation

§ There are cases of UNJUSTIFIED 
SLOPPINESS
ú E.g., references to plans, areas
ú More similar to GOOD-ENOUGH cases (Ferreira et 

al)



Using information about 
disagreement in anaphora 
resolution



Previous work: using 
disagreement to filter
§ Reidsma & Carletta (2008) and Beigman-

Klebanov & Beigman (2009): use NOISE 
MODELS to exclude ‘hard cases’ from training

§ The CrowdTruth project (Arroyo & Welty, 2014): 
DISAGREEMENT IS SIGNAL
ú Aroyo & Welty, 2013: use disagreement information to 

filter workers / sentences for relation extraction
ú See also Inel et al, 2014, 2017; Dumitrache et al, 2017, 

2018
ú http://www.crowdtruth.org



Previous work: train with a 
probabilistic model

§ Plank et al (2014): develop a loss function 
such that weight update is discounted by a 
factor depending on disagreement on an 
item



Conclusions

§ Between 10% (written text, not considering 
discourse deixis) and 30% (spoken language, 
with deixis) of nominal expressions in language 
could be anaphorically interpreted in different 
ways

§ This suggests that the assumption that each 
such expression has a unique `gold’ 
interpretation is only a convenient idealization

§ We are developing (freely available) resources 
that will allow ourselves NLP researchers to train 
models that do not make that assumption
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