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Stanford Corpus of Implicatives

the order compelled him to appear as a witness entails he appeared as a witness
we have missed an opportunity to examine the art market today  contradicts we have examined the art market today
Mr Odinga had not been forced to change his plans permits Mr Odinga had changed his plans

Table 2: Examples from SCI randomly chosen from the validation set. Each row contains a triplet formed by a premise (left
column), a hypothesis (right column), and a label specifying one of the three possible relations (entails, contradicts, permits)
holding between premise and hypothesis. The last row contains an example of a probabilistic implicative (see the main text).




Topics

What are implicatives?

Relations: entails, contradicts, permits (= neither entails nor contradicts)

Entailment vs. presupposition. Strawson entailment.
What are signatures?

Nested implicatives.

Two-way implicatives.

One-way implicatives and Invited Inferences
MacCartney relations: COVER

Phrasal implicatives

Recursive Routing Network model
Desiderata




Implicative: manage

Joan managed to solve the problem  Matrix clause
entails Relation

Joan solved the problem Complement clause
contradicts

Joan did not solve the problem

permits = neither entails nor contradicts
The problem was not about mathematics




Implicative: fail

Joan failed to solve the problem Matrix clause
entails Relation
~ Joan did not solve the problem Complement clause

contradicts
Joan solved the problem

permits = neither entails nor contradicts
The problem was about mathematics.




No “Strawson” entaillment 1

Joan solved the problem
does not entail

Joan managed to solve the problem

because manage has a presupposition:
It was difficult for Joan to solve the problem

The entailment only goes in one direction. The sentences in blue are not
equivalent for us (as they are in MacCartney’s 2009 NatLog system).
A entails B just in case A satisfies all the presuppositions of B. That is
what von Fintel 1999 calls “Strawson entailment.” We adopt this notion
of entailment.




No “Strawson” entaillment 2

Joan did not solve the problem
does not entail

Joan failed to solve the problem
because fail has a presupposition:

Joan tried to solve the problem or was expected to solve it
The entailment only goes in one direction. The sentences in blue are not
equivalent (as they are in MacCartney’s 2009 NatLog system).




Signatures: pos|neg

The pos sign indicates the semantic relation of the matrix sentence to its
complement in affirmative environments, the neg sign pertains to
negative environments.

+ indicates entailment, - indicates contradiction, o stands for permits

manage is +| -
fail is — |+

promise 1S 0| 0s




Nested implicatives

Implicatives can be nested:

Joan failed to manage to solve the problem
Joan managed to fail to solve the problem
both entai

Joan did not solve problem
but they have different presuppositions
What is the difference?




fall to manage vs. manage to fall

" Theresa May failed to manage to deliver Brexit.

Tre Kronor managed to fail to win over the Finnish Lions.




Composition of signatures

manage o faill = manage to fail

+ |- - |+ - |+
faill o manage = failto manage
- |+ +|- - |+
promise O manage = promise to manage
. o]o + |- o|o
manage o promise = manage to promise
o+ o|o o|o
fail o promise = fail to promise
|+ o|lo o|o




Composition of signatures

sig1 0 sig2 = sig2 if sig1 is+|?
sig. 0 sig = reverse(sigz) if siglis-|?
sig. 0 sig = 0O loif sigliso]?

Composition of signatures is associative: (s.ig1 0 sigz) 0 sig3
= sig o (sig2 0 sigs)

not o fail o manage = notfailto manage
-+ - |+ + |- + |-

. +|- +
The blu th Tead to the same result.




Two-way Implicatives

Two-way implicatives yield an entailment under both positive and
negative polarity.
+| - verbs
manage, bother, dare, deign, remember (to), happen, turn out
- |+ verbs
fail, neglect, refuse, forget (to)
remember and forget are implicatives with to complementizer but
factives with that as their complementizer.
| remembered/forgot that | locked the door
| didn’t remember/forget that | locked the door
presuppose that | locked the door




It’s not about to vs. that

turn out that and turn out to
- are both implicative

It did not turn out that it was what | wanted to do.
It did not turn out to be what | wanted to do.

~ entail It was not what | wanted to do.

‘be bad that and be bad to
. are both factive

It wasn’t bad that we had one day of rain on our trip.
It wasn't bad to have one day of rain on our trip.

- presuppose We had one day of rain or our trip.




Implicative Verbs

Two-way implicative yield an entailment under both positive and
negative polarity. Verbs like manage, bother, dare, deign, remember
(to), happen, and turn out etc. are polarity-preserving; fail, neglect, and
forget (to) reverse the polarity.

Stan failed to propose to Carole again. fail: — |+

. F John didn’t propose to Carole.

John didn’t fail to propose to Carole again.

. F John proposed to Carole.

John failed to manage to propose to Carole again. manage: +| -
— John didn’t propose to Carole.




One-way implicatives

There are four types of implicatives that yield an entailment only under
one polarity. The entailments of able and force are polarity-preserving,
refuse and hesitate reverse the polarity.

Ann was not able to speak. = Ann didn’t speak. o|-
Ann was forced to speak. C Ann spoke. +|0
Ann refused to speak. C Ann didn’t speak. -0
Ann didn’t hesitate to speak. = Ann spoke. o|+

With the other polarity there is no entailment but there may be a
suggestion, an invited inference.




Invited inferences

In a neutral context where it has not been already mentioned or

otherwise known what actually happened, all of the one-way
implicatives are pushed towards being two-way implicatives unless the

author explicitly indicates otherwise.

Ann was able to speak. ~2 Ann spoke. (+)]-
Ann was not forced to speak. ~a Anndidn’t speak. +]|(-)
Ann did not refuse to speak.~2 Ann spoke. - | (+)

Ann hesitated to speak. ~ Ann didn't speak. (=) |+

This is a systematic effect although the strength of the invitation varies
from one lexical item to another: very strong on able, weak on hesitate.
To explain this effect it is useful to look at MacCartney’s NatLog system.




MacCartney Relations

equivalence couch = sofa
forward entailment crow LC birc
reverse entailment  European 1 French

F C '—'>|'||'| i

negation human * nonhuman
alternation cat | dog

cover animal v nonhuman
independence hungry # hippo

Extept for cover the relations are familiar. As MacCartney himself
says, it is not immediately obvious what that relation could be useful for.
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where U is the Universe of Discourse




One way implicatives: Q|+




One way implicatives: —|o




One way implicatives: Q|-




One way implicatives: +|o




Explaining the invited inferences

As shown in the previous diagrams all the one-way implicatives are in a
cover relation:

Ann was able to speak. v Ann did not speak.
Ann did not refuse to speak. v Ann did not speak.
Ann was not forced to speak. u Ann spoke.

Ann hesitated to speak. v Ann spoke.

In all cases the invited inference is the negation of the corresponding
statement in the right, from the intersection of the two propositions.




Probabilistic Signatures

The likelihood of invited inferences varies greatly depending on the
construction. They are very likely with be able, less likely with prevent
and very unlikely with hesitate. To better match the actual usage we
assign to most one-way implicatives a probabilistic signature. For
example,

be able .9]|-

prevent -1.7
Where .9 |- instead of the logically correct o|- for be able means that in
90% of cases, we estimate that the author intends to communicate that
not only was the protagonist able to something but that he actually did
it. Similarly for prevent, we estimate that in 70% of cases the author
wishes to convey that when the protagonist was not prevented from
doing something she did it.
We did not give a probabilistic signature to the o |+ hesitate.




Contextual clues

In the case of probabilistic implicatives it is often possible to infer
what the author has in mind, the annotation should be done case by
case by a human instead of a blind algorithm. For example,

.Ca,rglwaarc\“as able to,scor onlkl]gne touchdown.

! Ina scored one touchdown. )

This ea/vc? W?re not forced.to RWIm naqke In the sea.

<., We did,not swim naked jn,the sea this time.

We were not rorced to attend these meetings, every student was
free ave an . . :

.~ We attended these meetings voluntarily.




Phrasal two-way implicatives

+]| -
have the courage, wisdom

Julie had the chutzpah to ask the meter maid for a
quarter.

| didn’t have the courage to tell her that | loved her.
meet an obligation

We clearly fulfilled the obligation to pass a balanced
budget.

Strausser hasn’t met his responsibility to make
Improvements.
take the effort, asset, opportunity

She took the trouble to iron all the clothes.

| just didn't take the time to care for myself.




I I

use an asset, opportunity

| used the money to buy shoes and food.

Randy didn’t use the opportunity to toot his own
horn.
waste an asset

| wasted the money to buy a game that | cannot play.

I’'m glad | didn’t waste 90 minutes to see this film.
waste an opportunity

Mr. Spitzer wasted the opportunity to drive a harder
bargain.

She didn't waste the chance to smile back at him.
fail an obligation

The Avatar failed his duty to bring peace to a broken
world.

Orlando didn't neglect his duty to escort the dead.




Phrasal one-way implicatives

- | O
lack opportunity
She lost the chance to qualify for the final.
o | -
have ability

The defendant had no ability to pay the fine.
make effort

| have made no effort to check the accuracy of this
blog.
o[+
show hesitation

She did not have any hesitation to don the role of a
seductress.

Fonseka displayed no reluctance to carry out his
orders.




ABILITY | OPPORTUNITY COURAGE]
WISDOM

ABILITY | OPPORTUNITY

EFFORT

OBLIGATION OBLIGATION

HESITATION

ASSET | EFFORT

ASSET | OPPORTUNITY

ASSET OPPORTUNITY




Verb families

FAIL
FAIL
FAIL
FAIL

FAIL

FAIL




Noun families

ABILITY
ABILITY
ABILITY

ABILITY

ABILITY




ecursive Routing Network

Routing Weight Possible
across examples sharing distribution

Orthogonalized
Knowledge

High ﬁ% High
Interference™ " Transfer
Compressed
I Knowledge
] e ac i
X X X High 35 5, High
Interference Transfer

Medular Backpropagation Forward Decision Feedback




Desiderata |

1. Basics. The model should have a good performance on sentences

containing implicative constructions it has seen in training, including
sentences that are longer than the training examples, and containing
lexical items not seen in training.

2. Generalization. The model should able to generalize in the way
people do. For example, the SCI corpus includes the constructions
waste opportunity and waste chance. If we remove all waste chance
examples from training, will it get the right result when it encounters
examples with waste chance?

3. Composition of signatures. The SCI corpus contains examples of
nested implicatives. If we test the model with a nested construction
it has seen before but with a different premise and hypothesis, will it
give a correct response? Will it interpret correctly nested
constructions it has not seen before composed of previously seen
implicatives?




Desiderata ||

4. Negation. Every statement contradicts its negation.
Will the model learn this without specific training data?

5. Symmetry of contradiction. Whenever A
contradicts B, B contradicts A as well, provided that A
does not have presuppositions that B does not have.
(Entailment for us is “Strawson entailment”.)

6. Reflexivity and transitivity of entailment. Every
statement entails itself. We do not have any training
data of the type A entails A. Will the model discover
that on its own? The semantics of nested implicatives
IS a special case of transitivity of entailment. If we
break the nesting and construct pairs of triplets for
testing the form A entails B, B entails C, will the model
correctly conclude that A entails C?
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