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DEEP LEARNING FOR ARABIC NLP
1. Caption Generation

2. Language modelling

3. ATM

4. Dialect Detection

5. Text Categorization

6. Sentiment Analysis
7. Question Answering

8. Automatic Diacritization

9. OCR

10. ASR

April/01/20 4



CAPTION GENERATION

•Unfortunately, it is almost untouched in the ANLP community.

•Researchers from Dallas university, Texas addressed the problem. 

•The results were very encouraging as they represent the first approach for 
Arabic caption generation. Moreover, they were much higher than the 
simple approach of generating English captions and automatically
translating them into Arabic. 
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CAPTION GENERATION
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LANGUAGE MODELING

ØResearchers from Harvard and NY universities proposed a 
character-level LM that can work on English as well as other
languages such as Arabic. The proposed model applies CNN 
on input characters before feeding them into LSTM RNN-LM. 
ØThe results for the Arabic language showed that the proposed
LM outperformed various baselines working on word level or 
morpheme level. 
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AUTOMATIC MACHINE TRANSLATION (ATM) 
ØResearchers proposed to address the Arabic-English machine transliteration problem using
DBN, which contains multiple layers of restricted Boltzmann machines RBM. 

ØThe proposed approach has three important parts. The first one is the source encoder, 
which deals with source words by converting them to dimensional binary vectors, then
feeding them into first layer in the source encoder, the output of each layer is considered as 
an input to the next layer. 

ØThe sec- ond part called joint layer. This layer uses the output of the source encoder as an 
input in order to get a state of hidden neurons, and infer an output state to use as input to 
the top level of the out- put encoder. 

ØThe third part is the target encoder. Within this part, the output vector is decoded by 
traversing down words through the output encoder. 
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DIALECT DETECTION
ØResearchers describe their character-level NN for the Arabic dialects identification task of
the DSL challenge . 

ØGiven a sequence of characters, their model embeds each character in vector space, runs
the sequence through multiple convolutions with different filter widths, and pools the 
convolutional representations to obtain a hidden vector representation of the text that is 
used for predicting the language or dialect. 

ØThe implementation of their approach is publicly available 15 and the obtained F-
measure is 48.3% 

April/01/20 14



DIALECT DETECTION
The neural network has the following structure: 

ØInput layer: mapping the character sequence c to a vector sequence x. The embedding
layer is followed by dropout. 

ØConvolutional layers: multiple parallel convolutional layers, mapping the vector sequence x 
to a hidden sequence h. Each convolution is followed by a Rectified Linear Unit (ReLU) 
nonlinearity The outputs of all the convolutional layers are concatenated.

ØPooling layer: a max-over-time pooling layer, mapping the vector sequence h to a single
hidden vector h representing the entire sequence.

ØFully-connected layer: one hidden layer with a ReLU non-linearity and dropout, mapping h 
to the final vector representation of the text, h 0 .

ØOutput layer: a softmax layer, mapping h 0 to a probability distribution over labels l.
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DIALECTAL ARABIC SEGMENTATION

The usage of a character-level
BLSTM network combined with the 
conditional random field (CRF) 
algorithm to build a segmenter for 
the Egyptian dialect
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DEEP LEARNING FOR SENTIMENT ANALYSIS
Different Classification:

1. Intensity of Classification (joy, fear, sadness,  anger)

2. Polarity (positive, negative, mix, neutral)

3. Degree of Polarity (very negative, negative, neutral, positive, very 
positive)
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1. SEDAT: SENTIMENT AND EMOTION DETECTION 
IN ARABIC TWEETS

ØDetect and predict the intensity of sentiment and emotions in Arabic 
Tweets

ØFeatures: word embeddings + semantic features (English)

ØOut put:
vEmotion (No, low, moderate, high)
vIntensity (most positive --- most negative)
vSentiment( real value from -1 to +1)
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2. SEDAT

English + Arabic Arabic
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2. SEDAT

• AffectiveTweets-142
• Doc2Vec-600
• Arabic Feature-5
• DeepEmoji-64
• UnsupervisedLearning-4096
• EmojiFeature-1

• 3-dense layer 
(500,200,80)

• RELU act.fun.

April/01/20 20



SEDAT • 2-dense layer 
(200,80)

• RELU act.fun.

• 64 filter
• 3 kernel size
• RELU
• Max-pool size 2

• 256 neuron
• Drop out 0.3

2. SEDAT
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2. SEDAT

Analysing the spearman correlation scores of SEDAT system for each dialect
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2. SENTIMENT ANALYSIS OF ARABIC TWEETS
Øan ensemble model, combining Convolutional Neural Network (CNN) and Long Short-Term 
Memory (LSTM) models, to predict the sentiment of Arabic tweets. 

Øachieves an F1-score of 64.46, on the Arabic Sentiment Tweets Dataset (ASTD)
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2. SENTIMENT ANALYSIS OF ARABIC TWEETS
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2. SENTIMENT ANALYSIS OF ARABIC TWEETS
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2. SENTIMENT ANALYSIS OF ARABIC TWEETS
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3. DEEP LEARNING APPROACH FOR ARABIC SA
ØIntroduce a corpus of 40k labeled Arabic tweets spanning several topics. 

ØPresent three deep learning models, namely CNN, LSTM and RCNN, for Arabic sentiment 
analysis. 

ØValidate the performance of the three models on the proposed corpus. The experimental 
results indicate that LSTM with an average accuracy of 81.31% outperforms CNN and 
RCNN. 
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3. DEEP LEARNING APPROACH FOR ARABIC SA
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3. DEEP LEARNING APPROACH FOR ARABIC SA
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3. DEEP LEARNING APPROACH FOR ARABIC SA
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CHALLENGES
1. Complex Morphology

2. Dialectal Arabic

3. Arabizi (Romanized Arabic)

4. >100 forms of Arabic Alphabets

5. Limited Resource

6. Social media text: spelling inconsistencies, abb., Slang, repeat letters for exaggeration,  lack of 
capitalization, Ironic expression.

7. Some Arabic names are sentiment adj.

8. Same root with different sentiment (Discrimination, Excellent) ( زایتماو زییمت ) ( زیم )
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OUR WORKS

1. Can Modern Standard Arabic Approaches be used for Arabic
Dialects?

2. Build DL model to predict SA of Dialectal Arabic
3. Apply Transfer learning and weak supervision to build DASA corpus

4.Results Reproducibility 
5.Apply BERT
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1. CAN MODERN STANDARD ARABIC APPROACHES
BE USED FOR ARABIC DIALECTS?

ØBuild the first Levantine corpus for Sentiment Analysis (SA)

ØInvestigate the usage of off-the-shelf models that have been built for 
Modern Standard Arabic (MSA) on this corpus of Dialectal Arabic (DA).

Øapply the models on DA data, showing that their accuracy does not 
exceed 60%. 

ØBuild our own models involving different feature combinations and 
machine learning methods for both MSA and DA and achieve an 
accuracy of 83% and 75% respectively
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1. CAN MODERN STANDARD ARABIC APPROACHES
BE USED FOR ARABIC DIALECTS?

ØBuilding Shami-Senti
ØAutomatic annotation: using different lexicon , compare with human annotation 
over 1000 sample, Agreement < 80%
ØManual Annotation: two native speakers, over 2000 sample, κ = 0.838
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1. CAN MODERN STANDARD ARABIC APPROACHES
BE USED FOR ARABIC DIALECTS?

ØIn all experiments, we use the same machine learning algorithms that have been used by 
the LABR baseline. 

ØThese are: 
1. Logistic Regression (LR) 
2. Passive Aggressive (PA) 
3. Linear Support Vector classifier (LinearSVC) 
4. Naive-Bayes (BNB, MNB, CNB) 
5. Stochastic Gradient Descent (SGD)
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3-WAY SENTIMENT CLASSIFICATION (MODEL 2)

Trained 
On MSA

TEST ON 
DA

Trained 
On DA

TEST ON 
DA
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2-WAY SENTIMENT CLASSIFICATION

Trained on 
MSA

Test on 
MSA

Test on 
DA
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2-WAY SENTIMENT CLASSIFICATION 

Trained 
On DA

Test on 
DA
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1. CAN MODERN STANDARD ARABIC APPROACHES
BE USED FOR ARABIC DIALECTS?

Trained 
On MSA

TEST ON 
DA

Trained 
On DA

Test on 
DA

Trained 
On MSA

Test on 
MSAConclusion
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2. LSTM-CNN DEEP LEARNING MODEL FOR 
SENTIMENT ANALYSIS OF DIALECTAL ARABIC
ØInvestigate the use of Deep Learning (DL) methods for Dialectal
Arabic Sentiment Analysis. 

Øpropose a DL model that combines long-short term memory
(LSTM) with convolu- tional neural networks (CNN). 

ØThe model achieves an accuracy be- tween 81% binary
classification and 66% to 76% accuracy for three-way
classification. 
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2. LSTM-CNN DEEP LEARNING MODEL FOR 
SENTIMENT ANALYSIS OF DIALECTAL ARABIC
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KAGGLE EXPIREMENT
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KAGGLE EXPIREMENT
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LSTM-CNN MODEL
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LSTM-CNN MODEL
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LSTM-CNN MODEL
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3. AN ARABIC TWEETS SENTIMENT ANALYSIS DATASET
(ATSAD) USING DISTANT SUPERVISION AND SELF 
TRAINING
1. Build an Arabic Sentiment Analysis Corpus collected from Twitter, which contains

36K tweets labelled into positive and negative. 

2. We employed distant supervision and self-training approaches into the corpus to 
annotate it. 

3. Besides, we release an 8K tweets manually annotated as a gold standard. 

4. We evaluated the corpus intrinsically by comparing it to human classification and 
pre-trained sentiment analysis models. 

5. Moreover, we apply extrinsic evaluation methods exploiting sentiment analysis
task and achieve an accuracy of 86%. 
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3.1. BUILD AN ARABIC SENTIMENT ANALYSIS
CORPUS (ATSAD)
1. we first build a sentiment emoji lexicon

2. The Lexicon is composed of 91 negative emojis and 306 positive emojis

3. we exploit the emojis and their assigned sentiment and condi- tion the tweet
language set to Arabic. 

4. We extracted 59k of the tweets using the Twitter API in April 2019. 

5. The corpus contains multiple dialects from all over the Arab world.

6. We use the emojis as a noisy (weak) label. EX: If the tweet is fetched by the 
positive emojis from the lexicon like J then it is labelled as positive. 
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3.1. ATSAD
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3.2. EVALUATION
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3.3. SELF TRAINING ON DISTANT SUPERVISION 
CORPUS 
ØThis manual annotation process is time and money consuming. 

ØSoluation: Distant supervision or weak supervision . we use the emojis in the tweets
to work as weak labels with which we can annotate the 36K tweets automatically.
ØCons: not producing high quality dataset.

ØManually annotate 8k tweets as gold standard.

ØTo improve the quality of the automatic annotation and therefore the proposed
tweets corpus
ØSoluation: Self-training approach is employed on the data to improve the classification and 

increase the accuracy of the annotation by exploiting the Manual dataset. 
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3.3. SELF TRAINING ON DISTANT SUPERVISION 
CORPUS 
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3.3. SELF TRAINING ON DISTANT SUPERVISION 
CORPUS 
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3.3. SELF TRAINING ON DISTANT SUPERVISION 
CORPUS 
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4. REPRODUCE RESULTS

ØPick up one paper and reproduce the result
1. Deep learning Approach for Arabic SA (40 tweets) (slide 28)
2. LSTM with an average accuracy of 81.31%

ØApply the same methods into different corpora
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4. REPRODUCE RESULTS

Corpus Accuracy MCC

40k Tweets 59% 0.19

ASTD 65% 0.09

ATSAD (our corpus) 53% 0
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5. BERT

1. BERT (Bidirectional Encoder Representations from Transformers) is 
a recent paper published by researchers at Google AI 
Language.

2. As opposed to directional models, which read the text input 
sequentially (left-to-right or right-to-left), the Transformer 
encoder reads the entire sequence of words at once. Therefore
it is considered bidirectional. This characteristic allows the model
to learn the context of a word based on all of its surroundings
(left and right of the word).
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5. BERT FINE TUNNING
ØBERT can be used for a wide variety of language tasks, 
while only adding a small layer to the core model:
ØClassification tasks such as sentiment analysis are done
by adding a classification layer on top of the Transformer 
output for the [CLS] token.
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5. BERT
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5. BERT FINE TUNNING

Epoch 10

Batch size 32

Max-Len 80

Data Split 60,20,20
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5. BERT FINE TUNNING

Corpus Accuracy MCC

40k Tweets 83% 0.66

ASTD 82% 0.58

ATSAD (our corpus) 79% 0.58
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