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Disclaimer!

More ideas than results!

More questions than answers!






Learning language representation models from corpora
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Interpreting representations; making representations
interpretable

What information is stored in this vector?

What parts of the model deal with coreference?

Is it theoretically possible for model X to carry out task Y?
Can we make new representations where it is easier to

understand what is going on?



Applications in industrial NLP (with Recorded Future)
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To appear at ACL 2020
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Abstract the structure and use of language and the ability
The success of the large neural language mod- s gmund itin the wf’ﬂd.‘ While large neural LMs =]
els on many LP tasks is axciting. However: may well end up being important components of V]
we find that these cuccesses sometimes lead an eventual full-scale solution 0 human-analogous ?
to hype in which these models ar¢ being de- NLU, they are not nearly-there solutions 10 this
scribed as “understand'mg" Janguage of captur- grand challenge- We argue in this paper that gen-
ing “meaning’- In this position paper we ar- uine progress in OUf field — climbing the right hill,
gue that a system trained only on form has @ not just the hill on whose slope we currently sit—

priori n0 way to learn meaning. 10 keeping
with the ACL 2020 theme of “Taking Stock of
Where We've Been and Where We're Going”s
we argue that 2 clear understanding of the dis-

depends on maintaining clarity around big picture
notions such as meaning and understanding in task
design and reporting of experimemal results.

{inction between form and meaning Will help Adter briefly reviewing the ways I which large
guide the field towards better science around LMs are spoken about and summarizing the re-
natural language understanding. cent flowering of ‘BERTology’ papers (§2), we

offer a working definition for “meaning” (§3) and
a series of thought experiments illustrating the im-
The current staté of affairs in NLP is that the large possibility of learning meaning when it is not in
neural language models (LMs). such as BERT (De- the {raining signal (§4,5). We then consider the
vlinetal., 2019) or GPT-2 (Radford et al., 2019), human language acquisition literature for insight
are making great progress On a wide range of into what information humans use o pootstrap lan-
tasks, including those that ar¢ ostensibly meaning- guage learning (§6) and the dismbutiona\ seman-
sensitive. This has led to claims, in both academic tics literature t©© discuss what is required t0 ground
and popular publications, that such models “under- distributional models (87)- §8 presents reflections
stand” or “comprehend" natural language or learn o0 how we look at progress and direct research
its “meaning’- From our perspec\ive, these are effort in our field, and in §9, we address possible
overclaims caused by 2 misunderslanding of the counterarguments to our main thesis.
relationship between linguistic form and meaning-
We argue that the language modeling task, be-
cause it only uses form 45 training data, cannot in  Ppublications talking about the application of large
principle lead to learning of meaning- We take the  LMs t0 meaning-sensitive tasks tend 0 describe
term language 1model to refer 0 any system trained  the models with terminology (hat, if interpreted at
e Tk of string prediction, whether it face value, is misleading. Here is a selection from
—— . 1 academica\ly-oriemed pieces (emphasis added):

1 Introduction

2 Large LMs: Hype and analysis

L tands sentence




Multimodal language models

Contrastive Loss Masked Token Loss
Fawes () O O O O 00 OC O O O O O O
Network Multi-Layer Transformers
Embeddingg (3 O O O O O OO O O O O O A
[CLS] A dog is [MASK] on a [SEP] dog
Data = oV = S~ ——
Word Tokens Object Tags
Language Image
Modality >
DickiGuais Language Image 5

Li et al. (2020), Oscar: Object-Semantics Aligned Pre-training for
Vision-Language Tasks




Visual-Linguistic Pretraining

o LXMERT
e VIIBERT
e ImageBERT
e VisualBERT
MLM / image feature regression /

e OSCAR contrastive matching
e 12-in-1
e VinVL ‘

Ernie-VIL
: Multimodal model

(Transformer)

| |

text image



Visual-Linguistic tasks / benchmarks

e Text-lmage matching
o Image to text retrieval/classification
o Text to image retrieval/classification
e Text-lmage generation

o Image to text generation: Image captioning
o Text to image generation (e.g. DALL-E)

prediction
e Text-Image classification
o Visual Question Answering (VQA / GQA benchmarks) ‘
o Visual Commonsense Reasoning (VCR)
o Natural Language for Visual Reasoning (NLVR) Multimodal model
(Transformer)

| |

text image



Are text representations affected by multimodal training?

e Do text representations “store” some visual information?

e Do NLP applications work better when representations are
trained multimodally?
o ... atleastin some narrow cases?

o maybe primarily when the text discusses visual properties?



Investigating text representation models
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Querying language models

Memory Query Answer

(DANTE, born-in, X)

h 4
Symbolic
KG DANTE =~ we— " = F'LORENCE
Memory Access
born-in
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“Dante was born in [MASK].”
> A VY }»

Neural LM
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Memory Access

LM

e.g. ELMo/BERT

Figure 1: Querying knowledge bases (KB) and lan-
guage models (LM) for factual knowledge.

Language Models as Knowledge Bases (Petroni et al. 2019)



Querying language models for prototypical colors

The color of grass is [MASK].



~Blue

Polar Bear ,

written by Samantha Tidy mustrated by 1an Forss

cf. also the idea of “memory colors” in vision
and cogsci research




Initial findings

Lovisa Hagstrom, Tobias Norlund & Richard Johansson



Do NLP applications work better with multimodal training?
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Do NLP applications work better with multimodal training?

- For example, can a multimodal text+image model develop a
better understanding of colors than a unimodal text model?

- Could the multimodal model benefit from this understanding
also on a pure text task?
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how well grounded a model is in visual contexts without explicit
use of images.
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A task and a dataset for evaluating color understanding

- The simplest evaluation task we could think of for evaluating
how well grounded a model is in visual contexts without explicit
use of images.

- We query the models about typical colors of objects (memory

colors) to investigate whether the models have knowledge of
the meaning of different colors

- Grass - Green
- Lemon - Yellow
- Coal - Black

- 124 item color pairs in total

- Includes 10 colors (yellow, blue, green, white, red, orange, black,
pink, brown, grey)



Model performances on the item-color dataset
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Model performances on the item-color dataset
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Model performances on the item-color dataset

The multimodal model OSCAR has a better performance on our
item-color evaluation set than the unimodal BERT base model.
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Model performances on the item-color dataset

Can we rule out that the difference in performance is due
to something other than grounding?

For example, the models have been trained on different datasets

- BERT: English Wikipedia + BookCorpus
- OSCAR: same data as for BERT + multimodal data (MS COCO, VQA,
)

What if we make sure that the unimodal BERT model has been
trained on the same textual data as OSCAR and then evaluate?



Model performances with equal footing
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Model performances with equal footing

Can we rule out that the difference in performance is due
to something other than grounding or training on
different datasets?

The models may also have varying sensitivity to the prompt they are
evaluated with.

- Prompt engineering



Model performances with equal footing and different prompts
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Model performances with equal footing and different prompts
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Model performances with equal footing and different prompts

Can we rule out that the difference in performance is due
to something other than grounding, training on different
datasets or prompt sensitivity?

Could it be due to the specific model used?

There are other multimodal models than OSCAR, for example LXMERT.



Model performances with another multimodal model
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0.1 - BN Q: What is the color of [ITEM]? A: It is [MASK]. .
mm The usual color of [ITEM] is [MASK] Question template
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Many model performances on the item-color dataset

Q: What is the color of [ITEM]? A: It is [MASK].

Q: What is the color of [ITEM]? [SEP] A: It is [MASK].

The color of [ITEM] is [MASK].

The usual color of [ITEM] is [MASK]

What is the color of [ITEM]? [SEP] [MASK]

What is the colour of [ITEM]? [SEP] [MASK]

What is the typical color of [ITEM]? [SEP] [MASK]
What is the typical colour of [ITEM]? [SEP] [MASK]
What is the usual color of [ITEM]? [SEP] [MASK]
What is the usual colour of [ITEM]? [SEP] [MASK]
[ITEM] usually has the color [SEP] [MASK]

[ITEM] usually has the color of [MASK].

Q: What is the color of [ITEM]?

The color of [ITEM] is what?

The usual color of [ITEM] is what?
What is the colour of [ITEM]?

What is the typical color of [ITEM]?
What is the typical colour of [ITEM]?
What is the usual color of [ITEM]?
What is the usual colour of [ITEM]?
[ITEM] usually has the color of what?
[ITEM] usually has what color?



Many model performances on the item-color dataset
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Many model performances on the item-color dataset

Conclusions

- Performances of all models are highly dependent on the chosen
question template.

- The unimodal BERT model performs better on our evaluation set
than the multimodal models.

- Could something be wrong with our evaluation task?
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Our evaluation task does not work as intended

The information we are looking for can be found in the text data.

Count
5]
1

10 T T
Occurences of item Co-occurences of item and its color

While we would want it to be revealed only by the visual input.



To conclude
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Work-in-progress and future work

- Remove the the parts of the pre-training dataset that reveal the
evaluation task, then re-train and re-evaluate.

- Develop a model that can self-visualize.

- Further evaluate the multimodal models on pure text tasks.
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Questions to discuss

- How can we check if a model is grounded or not without explicit
use of images or other multimodal data sources?

- Is this question relevant?

- How do we build tools or sets for evaluating grounded models,
without the risk of the model “cheating”?

- Would we need to know exactly what is in the training data of the
model that is being evaluated to rule out cheating?

- Would the removal of “revealing” content in the training data be a
way to avoid the risk of the model cheating?

- How can we make sure that subsequent evaluation results are
robust and significant?

- What tasks do we want to solve better with a grounded model?

16






