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Disclaimer!

More ideas than results!

More questions than answers!





Learning language representation models from corpora



Extra-linguistic training signals



Interpreting representations; making representations 
interpretable

● What information is stored in this vector?

● What parts of the model deal with coreference?

● Is it theoretically possible for model X to carry out task Y?

● Can we make new representations where it is easier to 

understand what is going on?



Applications in industrial NLP (with Recorded Future)





Multimodal language models

Li et al. (2020), Oscar: Object-Semantics Aligned Pre-training for 
Vision-Language Tasks



Visual-Linguistic Pretraining

● LXMERT
● VilBERT
● ImageBERT
● VisualBERT
● OSCAR
● 12-in-1
● VinVL
● Ernie-VIL
● ... Multimodal model

(Transformer)

text                        image

MLM / image feature regression / 
contrastive matching 



Visual-Linguistic tasks /  benchmarks

● Text-Image matching
○ Image to text retrieval/classification
○ Text to image retrieval/classification

● Text-Image generation
○ Image to text generation: Image captioning
○ Text to image generation (e.g. DALL-E)

● Text-Image classification
○ Visual Question Answering (VQA / GQA benchmarks)
○ Visual Commonsense Reasoning (VCR)
○ Natural Language for Visual Reasoning (NLVR) Multimodal model

(Transformer)

text                        image

prediction



Are text representations affected by multimodal training?

● Do text representations “store” some visual information?

● Do NLP applications work better when representations are 

trained multimodally?

○ ... at least in some narrow cases?

○ maybe primarily when the text discusses visual properties?



Investigating text representation models



Querying language models

Language Models as Knowledge Bases (Petroni et al. 2019)



The color of grass is [MASK].
polar bear
strawberry

lemon
...

Querying language models for prototypical colors

green
red

yellow



cf. also the idea of “memory colors” in vision 
and cogsci research



Initial findings

Lovisa Hagström, Tobias Norlund & Richard Johansson



Main idea

Do NLP applications work better with multimodal training?

• For example, can a multimodal text+image model develop a
better understanding of colors than a unimodal text model?

• Could the multimodal model benefit from this understanding
also on a pure text task?
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A task and a dataset for evaluating color understanding

• The simplest evaluation task we could think of for evaluating
how well grounded a model is in visual contexts without explicit
use of images.

• We query the models about typical colors of objects (memory
colors) to investigate whether the models have knowledge of
the meaning of different colors

• Grass - Green
• Lemon - Yellow
• Coal - Black

• 124 item color pairs in total
• Includes 10 colors (yellow, blue, green, white, red, orange, black,
pink, brown, grey)
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Model performances on the item-color dataset

OSCAR
0.0

0.1

0.2

0.3

0.4

0.5

Ac
cu
ra
cy

Question template
Q: What is the color of [ITEM]? A: It is [MASK].
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Model performances on the item-color dataset

BERT base OSCAR
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Q: What is the color of [ITEM]? A: It is [MASK].
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Model performances on the item-color dataset

The multimodal model OSCAR has a better performance on our
item-color evaluation set than the unimodal BERT base model.

But is this due to OSCAR being more grounded than BERT?

Can we rule out that the difference in performance is due to
something other than grounding?
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Model performances on the item-color dataset

Can we rule out that the difference in performance is due
to something other than grounding?

For example, the models have been trained on different datasets

• BERT: English Wikipedia + BookCorpus
• OSCAR: same data as for BERT + multimodal data (MS COCO, VQA,
...)

What if we make sure that the unimodal BERT model has been
trained on the same textual data as OSCAR and then evaluate?
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Model performances with equal footing

BERT base Equal BERT OSCAR
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Question template
Q: What is the color of [ITEM]? A: It is [MASK].
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Model performances with equal footing

Can we rule out that the difference in performance is due
to something other than grounding or training on
different datasets?

The models may also have varying sensitivity to the prompt they are
evaluated with.

• Prompt engineering
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Model performances with equal footing and different prompts

BERT base Equal BERT OSCAR
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Question template
Q: What is the color of [ITEM]? A: It is [MASK].
The usual color of [ITEM] is [MASK]
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Model performances with equal footing and different prompts
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Model performances with equal footing and different prompts
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Model performances with equal footing and different prompts

Can we rule out that the difference in performance is due
to something other than grounding, training on different
datasets or prompt sensitivity?

Could it be due to the specific model used?

There are other multimodal models than OSCAR, for example LXMERT.
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Model performances with another multimodal model

BERT base Equal BERT OSCAR
0.0
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Question template
Q: What is the color of [ITEM]? A: It is [MASK].
The usual color of [ITEM] is [MASK]
What is the color of [ITEM]? [SEP] [MASK]
What is the colour of [ITEM]? [SEP] [MASK]

LXMERT gqa LXMERT vqa

Question template
Q: What is the color of [ITEM]?
What is the colour of [ITEM]?
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Many model performances on the item-color dataset

BERT base Equal BERT OSCAR
0.0

0.1
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Q: What is the color of [ITEM]? A: It is [MASK].
Q: What is the color of [ITEM]? [SEP] A: It is [MASK].
The color of [ITEM] is [MASK].
The usual color of [ITEM] is [MASK]
What is the color of [ITEM]? [SEP] [MASK]
What is the colour of [ITEM]? [SEP] [MASK]
What is the typical color of [ITEM]? [SEP] [MASK]
What is the typical colour of [ITEM]? [SEP] [MASK]
What is the usual color of [ITEM]? [SEP] [MASK]
What is the usual colour of [ITEM]? [SEP] [MASK]
[ITEM] usually has the color [SEP] [MASK]
[ITEM] usually has the color of [MASK].

LXMERT gqa LXMERT vqa

Q: What is the color of [ITEM]?
The color of [ITEM] is what?
The usual color of [ITEM] is what?
What is the colour of [ITEM]?
What is the typical color of [ITEM]?
What is the typical colour of [ITEM]?
What is the usual color of [ITEM]?
What is the usual colour of [ITEM]?
[ITEM] usually has the color of what?
[ITEM] usually has what color?
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Many model performances on the item-color dataset

BERT base Equal BERT OSCAR
0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7
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Q: What is the color of [ITEM]? A: It is [MASK].
Q: What is the color of [ITEM]? [SEP] A: It is [MASK].
The color of [ITEM] is [MASK].
The usual color of [ITEM] is [MASK]
What is the color of [ITEM]? [SEP] [MASK]
What is the colour of [ITEM]? [SEP] [MASK]
What is the typical color of [ITEM]? [SEP] [MASK]
What is the typical colour of [ITEM]? [SEP] [MASK]
What is the usual color of [ITEM]? [SEP] [MASK]
What is the usual colour of [ITEM]? [SEP] [MASK]
[ITEM] usually has the color [SEP] [MASK]
[ITEM] usually has the color of [MASK].

LXMERT gqa LXMERT vqa

Q: What is the color of [ITEM]?
The color of [ITEM] is what?
The usual color of [ITEM] is what?
What is the colour of [ITEM]?
What is the typical color of [ITEM]?
What is the typical colour of [ITEM]?
What is the usual color of [ITEM]?
What is the usual colour of [ITEM]?
[ITEM] usually has the color of what?
[ITEM] usually has what color?
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Many model performances on the item-color dataset

Conclusions

• Performances of all models are highly dependent on the chosen
question template.

• The unimodal BERT model performs better on our evaluation set
than the multimodal models.

• Could something be wrong with our evaluation task?
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Our evaluation task does not work as intended

The information we are looking for can be found in the text data.

Occurences of item Co-occurences of item and its color
100

101

102

103

104

105

106

Co
un
t

While we would want it to be revealed only by the visual input.
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To conclude



Work-in-progress and future work

• Remove the the parts of the pre-training dataset that reveal the
evaluation task, then re-train and re-evaluate.

• Develop a model that can self-visualize.
• Further evaluate the multimodal models on pure text tasks.
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Questions to discuss

• How can we check if a model is grounded or not without explicit
use of images or other multimodal data sources?

• Is this question relevant?
• How do we build tools or sets for evaluating grounded models,
without the risk of the model “cheating”?

• Would we need to know exactly what is in the training data of the
model that is being evaluated to rule out cheating?

• Would the removal of “revealing” content in the training data be a
way to avoid the risk of the model cheating?

• How can we make sure that subsequent evaluation results are
robust and significant?

• What tasks do we want to solve better with a grounded model?
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Thank you for listening!
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