Abstract

Transfer learning is getting great attention in advancing researches in the downstream tasks of Natural Language Processing (NLP) in a cost-effective and rapid way. This is because of the rapid development of context-based pre-trained language models. In this research, we develop the first Bidirectional Encoder Representations from Transformers (BERT) for the Amharic language, and then, this pre-trained BERT model is further fine-tuned for downstream tasks of Amharic sentiment classification. The fine-tuned BERT for Amharic sentiment classification outperformed with an accuracy of 95% with the condition of the insufficient labeled corpus. Other evaluation results are also achieving the best in performing sentiment classification of Amharic Facebook comments.

1 Introduction

BERT pre-trained models are used for our proposed work to perform sentiment classification. We are inspired by the works of (Devlin et al., 2018; McCormick and Ryan, 2019; McCormick, 2019; Choudhury) in that BERT pre-trained models are fine-tuned for downstream tasks with insufficient labeled training data, faster computational speed, quicker development, and better results. In line with the framework of (Devlin et al., 2018), our proposed BERT architecture has 3 main layers. These include: The input and BERT encoder layers are trained with a large corpus and then the model is fine-tuned for different tasks by customizing the output layer. This minimizes the size of labeled data developing classifiers in the target task without requiring huge computational resources in shorter development times. As it does not include Amharic in the Huggingface pre-trained model library, we need to develop bert tokenizer and develop a pre-trained language model from scratch for later fine-tuning to carryout Amharic text classification tasks (i.e. Sentiment Analysis). In the next subsection, we present the steps to develop the BERT pre-trained model for Amharic.

2 Method

2.1 BERT Tokenizer of Amharic texts

Tokenizers encode inputs to the models. BERT pre-trained NLP models comprise their own tokenizers’ library (huggingface, Accessed in 2020). However, the Amharic language is not included in any of BERT pre-trained NLP models. As a result, Amharic BERT word pieces tokenizer is also not present in any of the existing BERT tokenizer vocab.

For sentence sequence encoding, we need to determine the maximum length relying on the frequency distribution of lengths of training samples. We fix the maximum length of the input sequence to 512. For truncating, we set from the beginning as Amharic verbs are usually found at the end of a sentence. Padding set from the beginning of training samples avoids information loss.

2.2 BERT Model Building and Fine-Tuning

Nowadays, there are various context-based text representations including BERT, ELMo, ULM-FiT, etc. For the Amharic Language model, we proposed BERT Architecture. The current model is available for only dominant languages. As mentioned earlier, it does not cover Amharic in the BERT pre-trained model library. We build an Amharic tokenizer and then build a small-scale pre-trained model for the Amharic language for further tasks to be carried out by fine-tuning it for sentiment classification.
Contributions: The contributions of the research are: (i) the development of the first BERT tokenizer and BERT Model for Amharic and (ii) the fine-tuning of the pre-trained BERT model for Amharic sentiment classification, (iii) the collection of different benchmark datasets for Amharic sentiment classification, (iv) The result is encouraging and starting to enhance the language model to test other tasks of the Amharic language, and (v) We got a notable performance improvement on sentiment classification of Amharic language where there is a lack of labeled corpus as compared with performing baseline models (SVM).

2.3 Experiment, Results and Discussion

Two experiments have been carried out. The detailed discussions of these are presented as follows.

Experiment I Building small-scale BERT pre-trained model: We developed a BERT model based on one of the popular pre-trained transformers hugging face library models. In this case, we adapted the BERT architecture configuration template using "BertForMaskedLM" as we suggest it for developing pre-trained language models for the new language. We train a "small-scale" Amharic language model with (84 million parameters = 6 layers, 768 hidden size, 12 attention heads) which is the same number of layers and attention heads as BERT (small). We then aim to fine-tune one of the downstream tasks of Amharic (i.e. sentiment classification under insufficient annotated sentiment corpus). For the pre-training experiment, we used google colab TPU of 25GB RAM and 99GB storage which is allocated for my account. We used 904MB of general domain text collections. The final pre-trained model will be publicly available for doing other downstream tasks of Amharic. We divided the data into training and validation data with 80:20 ratio. Finally, the pre-trained model is stored for further use.

Experiment II Fine-tuning LM model: For this experiment, PMO Facebook Labeled Amharic Comments (6652 samples) are used for fine-tuning Amharic sentiment classification. In this experiment, we used the BertForSequenceClassification model for the purpose of performing the Amharic sentiment classification. Results on the fine-tuning of Amharic Sentiment classification are discussed as follows. We achieved Matthews’s Correlation coefficient (MCC) of 0.892 and accuracy of 0.95 (1318 support) and the F-score of negative (0) and positive (1) classes of the BERT fine-tuned Amharic sentiment classifier is 97% and 93%, respectively. To test our BERT pre-trained transfer learning, we also used Matthews’s correlation coefficient (MCC) as one of the model quality measurement metrics. MCC is used to evaluate the quality of models trained for binary and multiclass classification as we use it as balanced- measure models' performance trained on samples with distinct class sizes (imb unalanced classes) (BogoToBogo, 2015; McCormick and Ryan, 2019). MCC values are ranging from -1 (worst prediction) to +1 (perfect prediction). According to the confusion matrix, only 32 of the negative test samples are wrongly classified as a positive category whereas 30 of the positive samples are incorrectly classified as a negative category. This is a dramatic improvement in performance Amharic sentiment classification when we compare it to performing the baseline result (i.e. SVM ACC. 89%). We also inspected to trace the errors in predicting the sentiment of unseen texts. However, all the unseen Amharic text samples shown in Table 1 are correctly predicted.

<table>
<thead>
<tr>
<th>texts (in Am-En)</th>
<th>original</th>
<th>predicted</th>
</tr>
</thead>
<tbody>
<tr>
<td>ከማክስ ሰማ ነው እንኩዋን ድሰአላቹ በርቱ /Congratulations, keep on, it is very good job./</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>እባብን መቸም አምነህ በጉያህ አትያንዝምና /how you trust the snake in your pocket/</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>ቁልተሪ ከናንተ ጋር ነዉና በርቱልንንናንን አንበሳው /God bless you, keep on, you are our king./</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 1: Model prediction of unseen texts
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